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1. Introduction 
The purpose of this paper is to report 

progress on a computational algorithm being de- 
veloped which adjusts tabular data to conform to 
linear constraints. A common application for 
which the algorithm is suited is the statistical 
adjustment of data to known marginal constraints. 
The particular problem which motivated this re- 
search, however, was the adjustment of data sub- 
ject to the constraints that the ratios of some 
cell entries were to be kept constant. The paper 
provides, in turn, an example of a problem for 
which the algorithm was developed, the analytical 
formulation and solution of the general class of 
problems, and the computational experience gained 
to date in implementing the solution technique. 

Briefly, the advantages of the proposed 
solution algorithm besides the fact that it 
allows general linear constraints on the cell 
entries and not just marginal constraints, are 
that it: 

a) allows and adjusts data elements which 
are zero, 

b) identifies redundant or inconsistent 
constraints, thus decreasing computer 
time and avoiding the possibility of 
nonconvergence, 

c) weights the adjustment for each ele- 
ment, 

d) gives an exact solution in a non -iter- 
ative process, 

e) yields estimates which satisfy the 
constraints to the problem and may be 
useful as initial estimates in itera- 
tive procedures to derive non -least 
squares estimates. 

2. An Example Problem 
A cross -tabulation of data from the May, 

1976 Current Population Survey (CPS) by the attri- 
butes of employment status and age, where employ- 
ment status is classified into the mutually exclu- 
sive and exhaustive classes of employment, unem- 
ployment, not in the labor force, and noncivilian 
status is given in table 1. 

It will be noted that the civilian labor 
force in May was comprised of 94.216 million per- 
sons and the (non -seasonally adjusted) unemploy- 
ment rate was 6.69 percent. 

Suppose that a projection of the same 
table to May, 1977 was desired. One of the major 
econometric models has forecast that in quarter 2 

of 1977, the total noninstitutional population 16 
and over will be 158.3 million, the civilian labor 
force will have 96.7 million members, the overall 
civilian unemployment rate will be 6.4 percent, 

the civilian unemployment rate of persons 16 -19 
will be 16.8 percent, and the civilian labor force 

participation rate of persons 16 -19 will be 56.0 
percent.1 The problem is to adjust the table en- 

tries so that they conform to the five constraints 
imposed by the macroeconomic forecasts. If the 

entries in table 1 are labelled yij, i= 1,...,4; 
j= 1,...,4, then the five constraints can be writ- 

ten as 
4 4 

(1) E yij = 158,300 
1 =1 j =1 
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4 4 

(2) E 96,700 
1=1 j=1 

4 4 

(3) -.064 yil + .936 E yi2 = 
i=1 i=1 

(4) -.168 
yll 

.832 y12 = 

(5) .44 yll + .44 y12 - .56 y13 O. 

The solution then is to minimize a dis- 

tance criterion function subject to (1) through 

(5). 

3. General Problem Formulation and Solution 
The general problem is set up and analyti- 

cally solved in this section of the paper. 

Notation - 

D - an n- dimensional matrix of observed 
data in which each dimension repre- 
sents an attribute of the data enti- 
ties (such as age, race, sex, employ- 
ment status, etc.) and in which each 
dimension is divided into mutually 
exclusive and exhaustive classes of 
the attribute values, 

e1 i= 1,...,n - the number of classifica- 
tions in dimension i; note that c4 

need not be same for all i, 

n 
q = ci - number of elements in D, 

i =1 

x - a (q x 1) vector of the elements of D 
reordered to form a vector, 

y - a (q x 1) vector of the estimates 
which satisfy the constraints, 

E - the n- dimensional matrix of estimates, 

M,m - an (a x q) matrix and (a x 1) vector 
which express the a marginal con- 
straints on the problem; note a may 
equal 0, 

N,n -a (b x q) matrix and (b x 1) vector 
which express the b nonmarginal con- 
straints; note b may equal 0, 



TABLE 1 

EMPLOYMENT STATUS IN MAY, 1976 OF THE NONINSTITUTIONAL 
POPULATION 16 YEARS OF AGE AND OVER, BY AGE 

(numbers thousands) 

Age 

Employment Status 

Employed Unemployed 
Not in 

Labor Force Noncivilian Total 

16.-19 7,732 1,434 7,886 368 17,420 

20-24 12,208 1,501 4,905 808 19,422 

25-64 65,241 3,236 28,338 964 97,779 

65+ 2,731 133 18,857 21,721 

TOTAL 87,912 6,304 59,986 2,140 156,342 

S - an n- dimensional matrix of weights 
for each element of D; these weights 
are "indicators" of the errors asso- 
ciated with the cell entries, and in 
most applications, are directly pro- 
portional to the cell frequency 
counts, and 

- a (q x q) diagonal matrix of weights 
associated with the elements of x 
(i.e., the diagonalization of the 
vector that results when the elements 
of S are reordered in the same fashion 
as the elements of D to form x). 

There are several criteria of "closeness" 
which may used to adjust the data. Ireland 
and Kullback [6] demonstrate that the method of 
iterative proportions suggested by Deming and 
Stephan [2] minimizes discrimination information. 
Stephan [8] developed an algorithm which provides 
a least squares solution. More recently, 
Feinberg and Holland [3] consider a Bayesian 
approach, Grizzle, Stariser, and Koch (4] assume 
a linear model on functions of the cell probabili- 
ties and employ least squares, and Brown and Muenz 
[1] propose a reduced mean square error estimation 
technique for two dimensional contingency table. 

The present study has been limited to 
using a weighted least squares criterion to ex- 
ploit the linearity of the gradient of the objec- 
tive function. (Exploration of the question of 
whether the analytical and computational solution 
techniques are.applicable to other criteria is 
intended). The weighted least squares problem is: 

cl c2 

(6) min E E ... E 

e 1 =1 j =1 m =1 

2 
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where eij...m, are 

typical elements of S, E, and D, and 
subject to a marginal constraints and 
b nonmarginal constraints. 

Reordering the elements of D and E into vectors 
x and y and reordering the elements of S into 
the diagonal matrix W, the problem can be stated 
as: 

(7) min (Y - (Y x) 

s. t. M y m 
N y n. 

Analytically the problem is solved using 
straigntforward constrained maximization tech- 
niques. Form the Lagrangean function L: 

(8) L= (Y-x)TW (Y-x) Al(m My) 

- A2(n - Ny). 

The first order conditions for a solution lead to 
the following set of simultaneous equations: 

MT NT (9) 

(10 M 0 

(11) N 

The second order conditions for a minimum are 
satisfied as long as the elements of W are posi- 
tive. Premultiplying (9) by and subtracting 
the result from (10) and premultiplying (9) by 

NW-1 and subtracting the result from (11) and 

then multiplying the Al and A2 vectors by -1 
yields the system: 



1MT 1NT 

lMT 1NT 

NW 
1MT 1NT 

m-mX 

A2 n-nX 

TABLE 2 

DATA FOR EXAMPLE PROBLEM 

7732 12208 65241 2731 1434 1501 3236 133 

7886 4905 28338 18857 368 808 964 0) 

To solve the problem, it suffices to x /7732 

solve the subsystem of equations (10') and (11'). 
This is done by Gaussian elimination on the 
(a +b) x (a +b) symmetric matrix 

MW 
1NT 

1MT NW 1NT 

By back substitution, we derive estimates of y: 

(12) y = W + 1NTA2 + x. 

A very nice feature of this algorithm 
is that if the Gaussian elimination procedure to 
solve the subsystem of equations (10') and (11') 

cannot eliminate a row while it is pivotting 
because all of the elements are zero, then this 
implies that the associated constraint is redun- 
dant or inconsistent and that constraint is elim- 
inated from consideration. This decreases com- 
puter time and may point out inconsistencies to 
the analyst. 

4. Computational Experience 
A program to solve the data adjustment 

problem using the above technique has been writ- 
ten for an IBM 370 system.2 The program, 
LFNJUST,3 was used to solve the above example 
problem. The data for the problem are given in 
table 2. The solution is given in table 3. It 

can be seen in that table that, except for round- 
ing error, the projected population is 158.3 mil- 
lion; the civilian labor force is 96.7 million; 
the civilian unemployment rate is 6,187/96,699.8 
= 6.40 percent; the civilian unemployment rate of 
persons 16 -19 is 1,610.7/9,597.4 - 16.80 percent; 
and the civilian labor force participation rate 
of persons 16 -19 is 9,587.4/17,120.4 = 56.0 per- 
cent. Thus all the constraints are satisfied. 

5. Conclusions 
The LFNJUST algorithm and program have 

demonstrated the utility of directly using con- 
strained optimization techniques rather than 
iterative algorithms for the adjustment of tabu- 
lar data to conform to linear constraints. 
Because it adjusts cell entries rather than fre- 
quencies, it is particularly useful when reweight- 
ing survey data. Additional study is warranted 
to consider whether the technique is efficient 
when minimum discrimination information estimates 
are desired and to consider multivariate table 
adjustment. 
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12208 

1 1 1 1 1 1 1 1 1 1 1 

1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 

N= -.064 -.064 -.064 -.064 -.936 -.936 

-.168 .832 

.440 .440 0 

158,300 

96,700 

o 

o 

-.936 -.936 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 -.560 0 0 0 0 0 0 0 

TABLE 3 

ESTIMATED EMPLOYMENT STATUS IN MAY, 1977 OF THE 
NONINSTITUTIONAL POPULATION OVER 15 YEARS OF AGE, BY AGE 

(Numbers in thousands) 

Age Employed Unemployed 

16-19 7,976.7 1,610.7 

20-24 12,566.5 1,411.0 

25-64 67,156.7 3,042.0 

65+ 2,811.2 125.0 

TOTAL 90,511.1 6,188.7 

Employment Status 

Not in 
Labor Force Noncivilian 

7,533.0 366.8 

4,889.4 805.4 

28,247.6 960.9 

18,796.9 0.0 

59,466.9 2,133.1 

Total 

17,487.2 

19,672.3 

99,407.2 

21,733.1 

158,299.8 



FOOTNOTES 

*The research on which this paper is based 
was supported by the Socioeconomic Impact Divi- 
sion, Office of Economic Impact, Federal Energy 
Administration. Computational assistance was 
provided by Marjorie Odle. 

1. The estimates were computed from the Data 
Resources, Inc. (DRI) CONTROL0524 forecast 
published in The Data Resources Review, 
June 1976 (Lexington, Mass.: Data Resources, 
Inc.). 

2. The program was written by Marjorie Odle of 
The Hendrickson Croporation and is in the 
testing stage. It will be fully documented 
and available from the author on request 
after December 1, 1976. The program utilizes 
GELS, an IBM- developed procedure to solve a 
system of linear equations, in which the 
coefficient matrix is symmetric. See IBM [5]. 

3. The name is derived from its predecessor, 
NJUST, a least squares iterative adjust- 
ment algorithm developed by the Office of 
Research and Statistics, Social Security 
Administration, (see Pugh, Tyler, and George 
[7]), and because it will be applied to labor 
force adjustments. 
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